1 What is constraint programming?

Constraint programming [9, 1, 28] is a powerful paradigm for solving combinatorial search problems. Constraint programming is a multi-disciplinary research area, which combines techniques from artificial intelligence, operations research, databases, graph theory, and logic programming. The basic idea in constraint programming is that the user should state his problem by means of constraints, and a general purpose constraint solver should solve such constraints. A constraint solver can also be seen as a procedure that transforms a constraint problem into an equivalent (simpler) one. Constraints are relations, which specify the allowed ways of combining the values of some variables. A constraint satisfaction problem (CSP), being just a set of constraints, states which relations should hold among the given decision variables. For example, in scheduling exams at the university, the decision variables might be the times and locations of different exams, and the constraints might be on the capacity of each examination room (e.g., we cannot schedule more students to sit exams in a given room at any one time than the room’s capacity) and on the exams scheduled at the same time (e.g., we cannot schedule two exams at the same time if they share students in common).

Given a constraint problem, a constraint solver finds an assignment of values to its variables that satisfies all the constraints. Sometimes finding any solution is not enough, but one should find optimal solutions according to one or more optimization criterion (e.g., minimizing the number of days over which exams need to be scheduled), or find all solutions, or replace some (or all) constraints with preferences, or also consider a distributed setting where constraints are distributed among several agents. Therefore the original constraint-based techniques, developed since the early 70s, have been extended and adapted to deal with such needs.

Constraint solvers find solutions by searching the solution space systematically, such as with backtracking or branch and bound algorithms, or use forms of local search which may be incomplete, i.e., it may not find the optimal solution or a feasible one even if it exists. Systematic methods usually use a mix of search and inference, where inference consists of the so-called constraint propagation, which propagating the information contained in one constraint to the neighboring constraints. Such kind of inference is useful since it can reduce parts of the search space.

Global constraints are often used to help modelling and solving a problem. In fact, global constraints model complex constraints that occur often in real life. Moreover, they come equipped with special propagation procedures which are very efficient to achieve a certain degree of inference over them.

Constraint problems on finite domains are in general NP-complete. However, there are several subclasses of constraint problems which can be solved polynomially. Ways of characterizing such classes involve the connectivity structure among the variables and the constraints, or the language to define the constraints. For example, constraint problems where the connectivity graph has the form of a tree are polynomial to solve.

When trying to model a real-world problem via a set of constraints, one may realize that the problem is over-constrained. Thus, no solution would be found if all constraints are considered. Actually, some constraints are not mandatory, but should rather be modelled as preferences. Soft constraints provide a formalism to do this, as well as techniques to find an optimal solution according to the specified preferences. Many of the constraint solving methods like search and constraint propagation can be adapted to be used with soft constraints.

Constraint programming has proven useful in important applications from industry, business, manufacturing, and science. Important extensions have been done encapsulating Operations Research techniques in CP solvers for solving real life applications. Example of application areas where constraint programming is now one of the most successful technologies are scheduling, resource allo-
tion, timetabling, and configuration. However, constraint programming has also been successfully applied to other areas, such as timetabling, biology, and system design.

Parts of this paper are based on [37].

2 Modelling a constraint problem

Modelling a real-world problem as a CSP is not an easy task, since many problems are ill-specified and/or over-constrained; this requires a long interaction with whomever specifies the problem. It is also a very crucial task, since the chosen model can greatly influence the efficiency of the constraint solver.

Choosing a model means deciding the variables, their domains, and the constraints that apply to these variables.

Given a problem, there are many logically equivalent models for it. In fact, one can choose to use variables to model different items and, consequently, to have different constraints. For example, when modelling a nurse scheduling problem in a hospital, we may assign time slots to nurses, or nurses to time slots. In many cases, such models should not be used as alternatives, but rather as different (redundant) components of a single model. Consistency among such components should then be maintained; this is usually done via so-called channelling constraints [6]. As redundant models can help, also redundant constraints can be helpful. Redundant constraints do not add anything to the problem semantics, but they are often used to help prune the search space.

Global constraints are an essential ingredient of any good model. Global constraints are complex constraints, usually involving several variables, providing a concise formulation of common subproblems. In fact, they represent patterns which often occur in real-life problems. Therefore, they help generating a compact model for a problem. Moreover, each global constraint is equipped with a specific (propagation) algorithm, which exploits the semantics of the constraint to prune the domains of its variables as much as possible, and thus to make the search for a solution faster. Therefore, global constraints are also useful to solve a problem more efficiently. The canonical example of a global constraint is the all-different constraint [34]. An all-different constraint over a set of variables states that the variables must be pairwise different. The all-different constraint is widely used in practice and is built-in in most, if not all, commercial and research-based constraint programming systems. Hundreds of global constraints have been proposed [2].

Symmetries occur naturally in many problems. Consider for example a university timetabling problem where several classrooms are identical [7]. Solving a problem whose model has a lot of symmetries may be very inefficient, since we may waste much time visiting parts leading to symmetric solutions, or (even worse) to symmetric non-solutions. Possible remedies involve adding constraints which eliminate symmetric solutions or modifying the search procedure to avoid visiting symmetric states.

Classical constraints have variables ranging over finite domains. However, real-world problems may need different domains, such as reals and sets. Constraint programming has therefore been extended to deal with many other domains, to provide faithful models of real-world problems.

3 Constraint propagation

Once we have chosen a model for the problem at hand, we must solve it via a constraint solver. Solvers usually solve a constraint problem via searching the set of solutions. However, no matter which search technique is used, one of the key ingredients of a constraint solver is constraint propagation. Constraint propagation is a form of inference that modifies the problem without changing its semantics (that is, the problem solutions). This inference eliminates some local inconsistencies. A local inconsistency is an instantiation of some of the variables that satisfies the constraints among such variables but cannot be extended to one or more additional variables, and thus it cannot be part of any solution.

There are several kinds of constraint propagation, related to as many notions of local consistency. However, arc consistency (AC) [27] is the most used local consistency notion in practice. A constraint problem is arc consistent if all its constraint are arc consistent. A constraint on two variables, say \(x\) and \(y\), is AC if for all values in the domain of \(x\) there is at least a value in the domain of \(y\) that satisfies \(C\). If the constraint is not AC, it can be made AC by repeatedly removing unsupported values from the domains of its variables.

When the constraints are not binary, a generalized form of arc-consistency, called Generalized Arc-Consistency (GAC), is used. GAC ensures that, for each constraint, all elements in the domain of every variables of the constraint participate in some solution of the constraint.

Many algorithms for enforcing AC or GAC have been proposed. They all achieve the same result but use different data structures or support keeping techniques, thus having different space and time complexities. An optimal algorithm for an arbitrary constraint has \(O(rd^e)\) worst case time complexity, where \(r\) is the arity of the constraints and \(d\) is the size of the domains of the variables [30].

Higher levels of local consistency can be considered. For example, path-consistency [31] is concerned with all the triangles made of three variables and the constraints among them. However, the higher the level of consistency, the more expensive it is to enforce such a level of consistency. So one must in general reach a tradeoff between the cost of the constraint propagation, and the amount of pruning achieved.

Global constraints have their own ad hoc propagation algorithm, which enforces a certain level of consistency among their variables. Such ad hoc algorithms are usu-
ally much more efficient than general-purpose propagation techniques such as GAC. For example, the all-different constraint can be made GAC with its ad hoc algorithm in $O(r^2d)$ time in the worst case, using a maximum matching algorithm on a bipartite graph.

4 Search

Usually a CSP is solved by searching its solution space. A search algorithm for solving a CSP can be either complete or incomplete. Complete, or systematic, algorithms, such as backtracking search, guarantee that a solution will be found if one exists. Moreover, if the search is for an optimal solution, then they always nd one of the optimal ones. On the other hand, incomplete, or non-systematic, algorithms, such as local search, may fail to nd a solution, or an optimal one. However, such algorithms are often effective at nding a solution if one exists, and can be used to nd an approximation to an optimal solution.

A search tree is just a tree where the root is the given problem, to be solved, and where each internal node is obtained by the addition of a branching constraint to the father node (for instance by an instantiation of one of the variables).

Backtracking search usually performs a depth-first traversal of the search tree. At each node, an un-instantiated variable is selected, and one of its values is assigned to it. The constraints of the problem are used to check whether the new instantiation is possible. If the selected variable cannot be instantiated, backtracking occurs.

Since constraint problems are NP-complete, backtracking search has an exponential worst case time complexity. However, the efficiency of backtracking search can be improved by using heuristics for variable and value selection, intelligent techniques for non-chronological backtracking, or also by including some form of constraint propagation at each node of the search tree.

In fact, as noticed above, constraint propagation can eliminate inconsistencies, thus reducing variable domains. This can reduce the branching factor of the search tree and, if all values are eliminated from a variable domain, it can allow a backtracking phase to initiate earlier.

When we have to nd an optimal solution, branch and bound search can be used. Depth First Branch and bound performs, as backtracking search, a depth-first traversal of the search tree. Recently, also Best-first branch and bound has been integrated into CP solvers. At each node it keeps an over-estimation of the quality of the complete assignments below the current node, which is compared to the quality of the best solution found so far. When the over-estimation is worse than the current best, the subtree can be pruned because it contains nothing better than what we already have. The efficiency of this algorithm depends largely on its pruning capacity, that relies on the quality of its over-estimation. Thus many efforts have been made to improve it.

Tree search is not the only possibility. Local search is fundamentally different than backtracking search: search is performed by passing from one complete instantiation to another one. Each complete instantiation is evaluated by a cost function, which measures how far we are from a solution, or from an optimal solution. For satisfaction problems, a standard cost function is the number of constraints that are not satisfied. For optimization problems, the cost function is a measure of the solution quality.

Choices of the starting instantiation, of the neighborhood, of where to move in the neighborhood, and of when to stop are crucial for the quality of a local search algorithm. For this purpose multi-starts, simulated annealing, and tabu search have been proposed.

CP systems such as COMET [42] support local search through facilities to propagate the consequences of change. COMET has the same modelling power of Constraint Programming languages, since it uses exactly the same constraints, but it differs in how constraints are built from a software engineering viewpoint. In CP, constraints have an embedded iterating algorithm which works on domain variables and removes inconsistent values. Every time an event happens (like domain value removal or the variable xing and the changing in a domain bound) constraints are awakened and propagate. In COMET, constraints are again software components that are maintained in a constraint store and awakened each time one or more of their variables change one value (i.e., the local search is moving from one solution to another). Constraints are called differentiable constraints and they maintain properties such as the satisfaction ability, or the violation degree, and how much the involved variables contribute to it. Constraints can be queried to evaluate the effect of local moves on the properties they preserve.

5 Soft constraints

It is often the case that, after having listed the desired constraints among the decision variables, there is no way to satisfy them all. That is, the problem is over-constrained. Even when all the constraints can be satisfied, and there are several solutions, such solutions appear equally good, and there is no way to discriminate among them. These scenarios often occur when constraints are used to formalize desired properties rather than requirements that cannot be violated. Such desired properties should rather be considered as preferences, whose violation should be avoided as far as possible. Soft constraints provide one way to model such preferences.

There are many classes of soft constraints. Examples are: fuzzy, possibilistic, probabilistic, weighted. In fuzzy constraints, each assignment of the variables involved in a constraint has a preference between 0 and 1, the preference of a complete instantiation is the minimum preference given by the constraints, and a complete instantiation...
is optimal if it has the highest preferences. In weighted constraints, each constraint has a weight, the cost of an instantiation is the sum of all weights of the violated constraints, and an optimal solution is a complete instantiation with minimal cost.

The literature contains also at least two general formalisms to model soft constraints, of which all the classes above are instances: semiring-based constraints [4] and valued constraints [39]. Both formalisms rely on similar algebraic structures, and have the same expressive power if preferences are totally ordered. However, partially-ordered preferences, which can be expressed in the semiring-based formalism, can be useful in multi-criteria optimization, since in this case there could be situations which are naturally not comparable.

Soft constraint problems are as expressive, and as difficult to solve, as constraint optimization problems, which are just constraint problems plus an objective function. In fact, given any soft constraint problem, we can always build a constraint optimization problem with the same solution ordering, and vice versa. Therefore, branch and bound is a natural choice to solve such problems. As backtracking search can be improved by including constraint propagation, the same can be done, in some cases, also for branch and bound for soft constraints. Soft constraint propagation is just an adaptation of the usual notions of constraint propagation to soft constraints. However, while constraint propagation in classical constraints prunes the domains or the constraints while maintaining the same set of solutions, in soft constraints it modifies (worsens) the preferences (or the costs).

Unfortunately, in general this modification can change the semantics of the soft constraint problem. There are however cases where the semantics is maintained: when preference combination is idempotent. This is for example the case of the fuzzy constraint class, where combination is via the min operator.

Many real problems do not rely on idempotent operators because such operators provide insufficient discrimination, and rather rely on frameworks such as weighted or lexicographic constraints, which are not idempotent. For these classes of soft constraints, equivalence can still be maintained, compensating the addition of new constraints by the subtraction of others. This can be done in all fair classes of soft constraints [8], where it is possible to define the notion of subtraction. Soft constraint propagation, used within a branch and bound algorithm, can help obtaining a tighter over-estimation, and thus achieving more pruning.

Soft constraints are a way to represent preferences. There are also other ways to do this, such as CP-nets. CP-nets and soft constraints have complementary advantages and drawbacks. Attempts to merge them into a unique framework have been done [12]. Preferences are also the subject of classical voting theory, which has been recently extended and adapted to account for multi-agent preference aggregation based on soft constraints [32]. Soft constraints have been applied to many fields, such as bioinformatics and computer security [5].

6 Hybrid CP/OR techniques

In the last decade, a very exciting research line has been explored to improve the performances of Constraint Programming solvers for a number of applications. A number of operations research methods have found their way into constraint programming, see [29]. This development is very natural, since these two techniques present many similarities. They both describe problems via a declarative model, they both are based on constraints, and tree search is the way both techniques explore the search space. However, while the view of constraints in CP is local, i.e., constraints are software components embedding a iterating algorithm that works locally, Operations Research techniques consider the constraint set as a whole cloth, considering them all in the linear relaxation. Constraint Programming is more focussed on the feasibility part, while OR concentrates more on the optimality part. Therefore, they show similarities and differences that suggest that their merging could lead to advantages in both sides.

There are mainly two directions for integrating CP and OR. The first concerns the use of OR based relaxations in CP, while the second explores problem decomposition and faces each subproblem with the most suited solver.

6.1 Embedding relaxations into CP.

When we face a combinatorial optimization problem, an additional iterating w.r.t. traditional propagation can be done. The one based on optimality reasoning, aimed at removing those values that are proven sub-optimal. To do so, Constraint Programming, more and more often, embeds algorithms and techniques from Operations Research. The use of relaxations in CP is becoming an essential component for the efficient solution of hard combinatorial problems.

Relaxations can be encapsulated in different ways, the most straightforward being the use of a linear solver as if it was a global constraint. This techniques has been proposed rst in [36] and [3] and extended by [33].

For being effective the interaction between the two solvers should last during the overall computation. In fact, the linear programming solver should achieve a tight integration with the standard constraint propagation.

Clearly this procedure is more effective if the bound is tight. Therefore, Refalo [33] has proposed to tighten the relaxation with cutting planes added during search and coming from CP global constraints. In particular, cutting planes can be derived from global constraints representing sub-problems and added to the Linear Programming model so as to tighten the overall relaxation. Refalo has provided...
many examples and shown that it is very effective in practice.

An additional way to use relaxations in Constraint Programming is to integrate them within global constraints. One can optimally solve the problem represented by the global constraint plus an objective function, as it happens for instance for the all-different constraint with costs. In this case, we can achieve generalized arc consistency by using for instance a network flow algorithm [35]. If instead the constraint represents an NP-hard problem, like in the case of the global path constraint for expressing the Travelling Salesperson Problem, then we could embed a relaxation into the constraint and perform cost-based iterating [16]. The only requirement is that the relaxation provides its optimal solution and a gradient function measuring the variable-value assignment cost. Again the relaxation can be tightened via cutting planes as proposed in [17].

### 6.2 Problem Decomposition

A second, very interesting, way to cope with complex hard combinatorial problem is to decompose them in easier subproblems, and identify the solver most suited for each part. Clearly the solvers should interact and exchange information. One of the most successful examples is the CP-based Benders Decomposition [23].

Benders decomposition has been studied in the 60s and is an effective method for solving a variety of structured problems. It is particularly suited for those problems where fixing a number of variables, called hard variables, makes the problem simpler.

Instead of blindly trying tentative values for the hard variables we can solve a master problem (which takes into account constraints on hard variables). After fixing hard variables, a subproblem can be solved, taking into account the remaining variables. The process iterates and converges to the optimal solution. The iteration between the master and the subproblem is regulated by the so called Benders cuts.

In Operations Research, the subproblem should be a linear program while in [23] this restriction has been relaxed defining the Logic-Based Benders Decomposition framework. In this setting, the subproblem can be expressed as a Constraint Satisfaction Problem.

An interesting and successful application of Logic-based Benders Decomposition is scheduling with alternative resources [21], [22], [19]. The allocation is done via Integer Linear Programming, while scheduling is solved through a Constraint Programming solver. The two solvers interact via the generation of no-goods and cutting planes. The procedure is proved to converge to the optimal solution and performances improve up to three order of magnitude with respect to a single approach.

Another decomposition technique is CP-based column generation and branch and price [15]. It is a very useful approach for problems for which an integer-linear model would involve too many (sometimes an exponential number of) variables. The purpose is to enable an optimal solution to be found, and proven optimal, without ever considering more than a small proportion of these variables - certainly only a number that grows polynomially with the problem size. Therefore the problem is decomposed into two parts: the master problem working on a subset of the columns (variables), while the subproblem decides which column is convenient to add to the master at the next iteration.

More typically column generation is the main algorithm and the hybridisation comes through the choice of algorithms used to solve the subproblem. In the classic application of column generation to crew scheduling, the algorithm for the subproblem is often a shortest path algorithm on a network whose edge costs are dual prices inherited from the master problem. CP-based column generation has been used for solving the travelling tournament problems [14], crew rostering and scheduling [40] and employee timetabling [10].

### 7 Constraint Programming Languages

Constraints can be, and have been, embedded in many programming environments, but some are more suitable than others. The fact that constraints can be seen as relations or predicates, that their conjunction is a logical and, and that backtracking search is a basic methodology to solve them, makes them very compatible with logic programming [26]. The addition of constraints to logic programming has given the constraint logic programming paradigm [25, 28].

Syntactically, constraints are added to logic programing by just considering a specific constraint type (for example, linear equations over the reals) and then allowing constraints of this type to appear in the body of the clauses. Besides the usual resolution engine of logic programming, one has a (complete or incomplete) constraint solving system, which is able to check the consistency of constraints of the considered type. This simple change provides many improvements over logic programming. First, the concept of unitation is generalized to constraint solving: the relationship between a goal and a clause (to be used in a resolution step) can be described not just via term equations but via more general statements, that is, constraints. This allows for a more general and flexible way to control the flow of the computation. Second, expressing constraints by some language (for example, linear equations and disequations) gives more compactness and structure. Finally, the presence of an underlying constraint solver, allows for the combination of backtracking search and constraint propagation, thus generating more efficient complete solvers.

CLP is not only a programming language, but a programming paradigm, which is parametric with respect to the class of constraints used in the language. Constraint logic programming over finite domains was implemented in the late 80s by Pascal Van Hentenryck [20].
within the language CHIP [11]. Since then, newer constraint propagation algorithms have been developed and added to more recent CLP(FD) languages, like GNU Prolog and ECLiPSe [24]. Constraint logic programming has also been extended to deal with sets and multi-sets, to be able to handle both finite domain constraints and constraints over sets/multi-sets [13].

Constraint-based tools have also been provided for imperative languages in the form of libraries. The typical programming languages used to develop such solvers are C++ and Java. ILOG is one the most successful companies to produce such constraint-based libraries and tools.

Constraints have also been successfully embedded within concurrent constraint programming [38], where concurrent agents interact by posting and reading constraints in a shared store. Languages which follow this approach to programming are AKL and Oz.

High-level modelling languages exist for modelling constraint problems and specifying search strategies. For example, OPL [41] is a modelling language in which constraint problems can be naturally modelled and the desired search strategy easily specified, while COMET is an OO programming language for constraint-based local search [42]. CHR (Constraint Handling Rules) is instead a rule-based language related to CLP where constraint solvers can be easily modelled [18].

8 Promising research directions

When using a constraint solver, often it is not easy to understand what went wrong, or why a certain solution is returned rather than another one. Explanation tools could greatly help in making constraint technology easier to use. System.

Preference elicitation allows users to intelligently interact with a constraint system without being forced to state all their constraints, or preferences, at the beginning of the interaction. This can also be useful in scenarios where the users want to avoid revealing all their preferences, for example for privacy reasons.

Even when the user is willing to state all the information at the beginning of the interaction, sometimes it may be difficult for him to actually state it in terms of constraints. For example, it could be easier to state examples of desirable or unacceptable solutions. In this cases, machine learning techniques can be helpful to learn the constraints from the partial and possibly imprecise user statements.

Uncertainty occurs in many real-life situations. It involves stochastic constraint programming, possibilistic constraints, and quantified constraints. More work is needed to handle uncertainty and thus make constraint programming more widely usable.

Fruitful cross-fertilizations with related areas of research, such as SAT, Operations Research, knowledge representation, multi-agent systems, and belief revision, will certainly produce many useful results for constraint programming and its applications.
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